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In Digital Image Steganography, Pixel-Value Di®erencing (PVD) methods use the di®erence

between neighboring pixel values to determine the amount of data bits to be inserted. The main
advantage of these methods is the size of input data that an image can hold. However, the fall-

o® boundary problem and the fall in error problem are persistent in many PVD steganographic

methods. This results in an incorrect output image. To ¯x these issues, usually the pixel values

are either somehow adjusted or simply not considered to carry part of the input data. In this
paper, we enhance the Tri-way Pixel-Value Di®erencing method by ¯nding an optimal pixel

value for each pixel pair such that it carries the maximum input data possible without ignoring

any pair and without yielding incorrect pixel values.

Keywords : Optimization; steganography; tri-way pixel-value di®erencing; TPVD; PVD.

1. Introduction

Steganography is the set of techniques for hidden communication. In digital multi-

media, this is achieved by inserting arbitrary content inside a digital medium,

keeping the existence of the carried message undetected. Three notable uses of digital

steganography are (i) to provide an invisible copyright proof, (ii) to guarantee the
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integrity of digital content, and (iii) to exchange large amounts of secret information.

Because the secret message is hidden inside a carrier ¯le, it should look innocent or

completely imperceptible to an external observer.

The carrier media could be any digital ¯le, but images, audio, and video ¯les are

very common choices.5 These media are often selected because redundancies can be

found in the structure of the ¯le or even because data noise can be potentially replaced

with the secret message. Scores of research papers as well as surveys and reviews of

current steganographic methods are readily available in the literature.5,19,20,24

In digital image steganography, the secret data is hidden within an image using its

pixel value intensities in a way that the quality of the carrier image is not a®ected.

The image with the hidden data is called the stego-image. Steganographic methods

usually work either in the spatial domain or in the frequency domain of the image.5

When using the spatial domain, the message data is embedded by directly manip-

ulating the pixel values of the image; whereas in the frequency domain, the image is

¯rst mapped into an alternate domain before hiding the secret information.

Steganography techniques strive for both a high capacity and a low detectability of

the hidden data. The capacity should be as high as possible and the distortion caused

to the original image should be as low as possible. The capacity is commonly mea-

sured in terms of the size of the stego content or in terms of a relative embedding rate

value (e.g. bits-per-pixel). Similarly, the distortion in the stego-image is measured by

the peak signal-to-noise ratio (PSNR). The higher the PSNR, the lower the distor-

tion produced in the carrier image. Also, in a parallel area called steganalysis, a set of

techniques have been developed to assess the detectability strength of a stegano-

graphic method.10

Steganography methods in the spatial domain have been grouped into di®erent

categories,28 namely, Least Signi¯cant Bit (LSB) methods,7 RGB methods,9,29 Map-

ping-based methods,1,31 Code-based methods,11,22,36 and Palette-based methods.34,38

Each category has its own strengths and weaknesses, and all of them strive for the

ultimate goals of high capacity and low detectability mentioned above. In line with

these goals, a number of methods have been developed that exploit the absolute dif-

ference between neighbor pixel pairs to hide the message data. These methods are

classi¯ed as Pixel-Value Di®erencing methods (PVD). The seminal PVD method for

gray-level images was designed by Wu and Tsai33 and reported to produce a high

capacity stego-image and a substantial image quality. Thereafter, several variations

and enhancements to the PVD have been produced.25 For instance, Pradhan et al.23

tested PVD variations for two, three and four neighbor sizes. The results were as

expected and showed that the capacity increases with the neighbor size, while the stego-

image quality remains acceptable. Note that the di®erence between the chosen pixels

can also be computed in any neighboring direction and in various neighbor sizes.2,26,27

Ideally, all pixels of the carrier image should be used to embed as much message

data as possible. However, many PVD methods yield pixel values that fall o® the

valid interval and either ignore them or simply reduce the number of message bits to

be inserted. This is known as the fall-o® boundary problem. Ignoring pixels to hide
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data either leads to a lower capacity or forces to include additional strategies to

retrieve the embedded data that may reveal the existence of a hidden message.6

In this paper, we modify the Tri-way Pixel-Value Di®erencing (TPVD) method3

and ¯nd an optimal pixel value for each computed pixel block such that their dif-

ference carries the maximum input data possible without omitting any block and

without yielding any incorrect pixel values. The method reduces the size of the search

space and computes a very small set of feasible solutions. In addition, two more

strategies are discussed to further increase the size of the hidden message. An

extensive experimental evaluation shows the feasibility of the method.

The paper proceeds by ¯rst covering the basics of the PVD in Sec. 2 and by

surveying variations of this method. Section 3 presents a detailed description of our

optimization strategy. Section 4 presents an extensive experimental evaluation and a

summary of our results. Section 5 concludes the paper.

2. Pixel-Value Di®erencing

The original PVDmethod33 byWu and Tsai takes the bit representation of the secret

message and embeds it into a gray-level image using the intensity di®erence of two

consecutive pixels. The embedding capacity of a pixel pair depends on their di®erence

value. Areas of the image with larger pixel intensities di®erences can embed more

message bits than others. This happens more frequently in areas with edges and less

often in smoother or °at regions. The chief idea is to modify the pixels by adding a

decimal conversion of the message bits in a way that their value di®erence is kept and

the image quality is preserved. Each computed di®erence is mapped into one of a

prede¯ned set of intervals arranged as a table, which determines the number of bits to

be inserted. This table is designed by the experimenter using a power of two for each

interval width, either to provide a large capacity or a high imperceptibility.33,35

Other approaches have designed the intervals table based on the perfect square

number,30 or have replaced it with a well-crafted logarithmic function.6

The PVD algorithm exhibits a high embedding capacity but is vulnerable to

statistical-based stegoanalysis methods such as RS and Chi-square analysis.16 For

instance, Zhang and Wang37 showed that a close look to the stego-image histogram

can reveal the presence of a secret message and that even its length could be esti-

mated. To counter this weakness, they proposed a modi¯ed PVD algorithm that

preserves both the high capacity and the low perceptibly of the method and avoids

the secret message detection. Later, Chang et al.4 modi¯ed the PVD to notably

increase its capacity, while keeping an acceptable image quality.

Other directions for data embedding have also been explored based on the PVD

method. Wang et al.32 adapted the PVD to reduce the distortion on the stego-image,

and also to reduce the risk of detection. First, the di®erence of a pixel pair is com-

puted in the original PVD fashion. Then a modulus function is used to determine the

remainder of the two consecutive pixels to hide the secret data by altering that

remainder. The results show that the modulo operation reduces signi¯cantly the
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image distortion and also increases imperceptibility. This method also avoids the

falling-o® boundary problem (i.e. pixel values out of the valid interval) at the cost of a

lower capacity and lower security. Later, Joo et al.8 improved this approach in terms

of capacity and stego-image quality, which in turn, also increased the security of the

hidden data.

Liao et al.13 combined the PVD and a LSB substitution method. Here, the carrier

image is divided into four nonoverlapping pixel blocks. LSB insertion is then used to

embed a number of data bits determined by the average di®erence value of the pixel

blocks. As this technique uses LSB substitution, the stego-image has less imper-

ceptibility but a higher hiding capacity.

Instead of using as single di®erence pixel pair, Lin et al.14 used a three non-

overlapping pixel block to compute two absolute di®erence values. The middle pixel

of this block is then used to hide the secret information. Likewise the PVD, the

amount of data bits embedded depends on the di®erences of the pixel block been

examined. By using more pixel blocks, the average embedding capacity was in-

creased. Luo et al.15 then modi¯ed this algorithm to reduce the amount of data

embedded in smoother regions to achieve a higher stego-image quality.

If more pixel blocks increase the hiding capacity of a steganographic method,

more image channels are expected to produce a similar outcome. For this reason,

Mandal and Das17 extended the PVD technique to color images. Similarly, Swain27

reported an adaptive PVD method using vertical and horizontal pixel directions with

2� 2 and 3� 3 pixel blocks. The ¯rst technique o®ers good capacity and the second

one provides good quality. Other studies have showed that quality is higher with ¯ve

neighbors while capacity is higher with eight neighbors.26,27

Trying to ¯nd a balance between high capacity and better quality, Chang et al.3

proposed a modi¯ed version of the PVD named Tri-way Pixel-Value Di®erencing

(TPVD). While the PVD inserts data in only one pixel pair, the TPVD uses hori-

zontal, vertical and diagonal di®erences in 2� 2 pixel blocks to hide input data, thus

achieving a higher capacity in the stego-image. Lee et al.12 later extended this

technique to embed a larger image or a group of images into another image.

In PVD-based methods, the higher the di®erence values, the higher the data that

can be inserted. However, one pervasive problem arising in PVD-based methods is that

they frequently yield pixel values out of the valid interval. This is known as the falling-

o®-boundary problem (also FOBP). These pixels are either adjusted or ignored by the

method, thus reducing the number of pixels available to carry message data.3,18

2.1. Tri-way pixel-value di®erencing

The TPVD method was designed to get more pixels involved in the data embedding

process.3 The TPVD divides the carrier image into nonoverlapping blocks of 2� 2

consecutive pixels. Three di®erence values are computed in each block using the

values of two neighbor pixels in three di®erent directions. The ¯rst di®erence is

computed between the pixel in the upper left corner, called the pivot, and the pixel
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on its right. The second di®erence is between the pivot and the pixel in the opposite

corner, and the third one is also between the pivot and the pixel below it. Each

di®erence is then matched with one of an already de¯ned set of intervals usually

designed as a table. Every interval determines the amount of data bits to be hidden

into the pixel block being examined.

2.1.1. Designing the intervals table

The intervals table is commonly designed by the experimenter, either looking to

achieve a high capacity or a low perceptibility.33 However, other alternatives are

available to replace this table.6,30 For example, if we follow the approach from

Hern�andez-Servín et al.,6 a particular interval table can be modeled with just

one equation, for instance, a table with the intervals ½0; 7�; ½8; 15�; ½16; 31�; ½32; 63�;
½64; 127�; ½127; 191�; and ½192; 255� could be represented with the following untidy

equation:

�ðzÞ ¼ blog2ðzþ 8 �Hð8� zÞ � 64 �Hðz� 128Þ � 128 �Hðz� 192Þ
þ 64 �Hðz� 192ÞÞc; ð1Þ

where z is the di®erence of each pixel pair and H is a step function as described in

Hern�andez-Servín et al.6 Nevertheless, even when a more neat looking equation can

be written, it is evident that some designing steps from the experimenter side are still

necessary to produce such equation.

Whether an intervals table or an equation is used, the TPVD algorithm follows

these steps (steps 2 and 3 could be readily replaced by Eq. (1)):

(1) Compute the di®erences di ¼ pi � p1; i 2 f2; 3; 4g of the pixel block being ex-

amined.

(2) Locate for each di the interval k such that lk � jdij � uk. lk and uk are the lower

an upper values of the interval.

(3) Compute the amount of input data bits ti to be inserted as follows:

ti ¼
0 if i ¼ 1

blog2ðuk � lk þ 1Þc otherwise;

�
ð2Þ

(4) Compute the decimal representation bi of the ti bits.

(5) A new d 0
i is computed for each di

d 0
i ¼ lki þ bi; ð3Þ

where lki is the lower value of the matching interval of d 0
i.

(6) Then the TPVD uses each d 0
i to compute new pixel values for the block being

examined using a well-crafted set of rules.3 These new pixels hold within their

di®erence part of the secret message data.

We have modi¯ed the TPVD by replacing the rules of the last step with an

optimization strategy to determine the best pixel values that will hold the maximum
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secret message. Furthermore, this modi¯cation ¯xes the FOBP produced by the

Chang et al.3 TPVD algorithm.

3. An Optimization Strategy to Improve the TPVD

A closer look to the TPVD, shows that the FOBP is constantly present and that

invalid pixel values are not used as data carriers. TPVD authors3 do not seem to

discuss how the extraction algorithm knows which pixels are being ignored.6 This is

fundamental to guarantee the integrity of the secret message.

Any PVD method can be seen as an optimization problem as follows: Given d 0
i

and pi, search for a solution p 0
i subject to the following set of conditions:

(1) The FOBP must be prevented subject to 0 � p 0
i � 255.

(2) Retrieving the message data is subject to d 0
i ¼ jp 0

i � p 0
1j, where p 0

i and p 0
1 are

now variables to be searched as an optimization problem which will de¯ne the

stego-image.

(3) Distortion of the resulting image must be subject to minimize the objective

function

fðpi; p 0
iÞ ¼

X4
i¼1

ðpi � p 0
iÞ2: ð4Þ

We know that p 0
i ¼ jd 0

ij is a solution, i.e. p1 ¼ 0, that ful¯lls conditions 1 and 2,

but does not ful¯ll condition 3 because it causes a major distortion to the resulting

stego-image. Nonetheless, the solution shows that there exist at least one solution for

any given input.

Since there are four pixels per block each in the range ½0; . . . ; 255�, we can easily

estimate the size of the search space to be 232 possible pixel value combinations times

the carrier image dimensions divided by 4. These number of solutions would take too

long to be explored e±ciently.

One alternative is to reduce the size of the search space so that it can be readily

explored. Using equation from condition (2) it follows that

p 0
i ¼ �d 0

i þ p 0
1: ð5Þ

This evidently means that we can compute p 0
i using the following two variables:

(1) �d 0
i takes the di®erent sign combinations for d 0

i. These combinations are 8

because d 0
1 is always 0 and d 0

2; d
0
3; d

0
4 only can take two di®erent values: one

positive and one negative of equal magnitude.

(2) p 0
1 must be subject to 0 � p 0

1 � 255. This means that p 0
1 only can take 256

distinct values.

This reduces the size of the search space to 211. A search space of this size can be

readily explored in its entirety. That is, all possible values for p 0
1 must be combined

with all possible values for �d 0
i.
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3.1. An additional optimization strategy

We now describe an additional optimization strategy to further increase the amount

of message inserted by the method from Sec. 3. This strategy is based on the ¯rst

derivative of the objective function with respect to p 0
1 and discards the solutions

incurring in the FOBP.

Using Eqs. (4) and (5), a quadratic function can be produced in terms of p 0
1,

namely:

fðp 0
1Þ ¼

X4
i¼1

ð�di � p 0
1 þ piÞ2: ð6Þ

Eight di®erent quadratic curves can be plotted from the eight di®erent combinations

of signs in �di. When computing the ¯rst derivative of these functions, a point for

each curve can be found for which f is minimum:

p 0
1 ¼

1

4

X4
i¼1

pi �
1

4

X4
i¼1

�di: ð7Þ

The resulting eight candidate values for p 0
1 can become 16 because Eq. (7) can yield

real numbers that need to be converted into integers using either the ceil or floor

functions.

In some cases, the optimal point can be outside the valid interval or can even

cause some of the other three pixels to be o®. It is necessary then to move that point

to the proper interval as that value is potentially a solution.

Figure 1 shows two curves plotted using the objective function. These curves are

bounded between a pair of dotted lines representing the upper and lower bounds

valid for p 0
1. It also shows that the points of minimum value are not always within the

valid interval and is necessary to move that point to a valid area.

Equation (5) can yield valid intervals for each curve as M ¼ maxð�diÞ �
p 0
1 � m ¼ minð�di þ 255Þ. From this equation, we can de¯ne the adjustment func-

tion:

Aðp;M ;mÞ ¼
0 if M � p � m

M � p if p < M

�ðp�mÞ if p > m:

8<
: ð8Þ

Therefore the optimal point in the valid interval would be de¯ned as:

p 0
1 ¼ p 0

1 þAðp 0
1;maxð�diÞ;minð�diÞ þ 255Þ: ð9Þ

As mentioned before, this point needs to be adjusted using the ceil or floor

functions. Both functions yield an identical or extremely close value. Because there

are eight curves each with two solutions, we end up with a new search space of only

16 potential solutions.
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The algorithm for the analysis above explained, follows these steps:

(1) Go through steps 1–5 of the algorithm from Sec. 2.1.

(2) Compute si ¼ �di þ p 0
1 using the ceil or floor functions.

(3) The optimal solution is given by p 0
i ¼ minðfðpi; siÞÞ.

(4) Replace the original 2� 2 pixel block with the optimal solution found.

(5) Repeat from step 1 for each 2� 2 pixel block of the carrier image.

To recover the secret message, the inverse process is applied as follows:

(1) Divide the carrier image into nonoverlapping blocks of 2� 2 consecutive pixels.

(2) Compute the di®erences di ¼ pi � p1; i 2 f2; 3; 4g of the pixel block being

examined.

(3) For each di, locate the table interval ri ¼ k such that lk � jdij � uk.

(a) Optimal point outside the valid interval

(b) Optimal point inside the valid interval

Fig. 1. Two di®erent objective function graphs.
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(4) Compute the number of inserted bits in each di®erence

ti ¼
0 if i ¼ 1

blog2ðuri � lri þ 1Þc otherwise:

�

(5) The entire message data is recovered by concatenating the binary representa-

tion of bi ¼ di � lri .

3.2. Inserting an extra bit

The method can add an additional bit to further increase the secret message inserted

in each 2� 2 block with a minimal deterioration to the carrier image.

The floor and ceil functions yield two consecutive integer numbers that produce

very close or even identical objective function results. These results constantly ap-

pear and are used as indication for inserting an additional bit of the secret message.

This additional bit is called �. If � ¼ 0, p 0
1 must be even, if � ¼ 1, p 0

1 must be odd.

To ¯nd the optimal value, we say that 2c ¼ p 0
1 � � and modify Eq. (5) as follows:

p 0
i ¼ �di þ 2cþ �; ð10Þ

fðcÞ ¼
X4
i¼1

ð�di þ 2cþ � � piÞ2: ð11Þ

Therefore, the valid interval for the optimization problem is given by:

c ¼ 1

8

X4
i¼1

pi �
1

8

X4
i¼1

�di �
1

2
�; ð12Þ

c ¼ cþA c;max � �

2
� 1

2
ð�diÞ

� �
;min � �

2
� 1

2
� ðdiÞ þ 255

� �� �
: ð13Þ

The algorithm is also modi¯ed as follows:

(1) Go through steps 1–5 of the algorithm from Sec. 2.1.

(2) Compute si ¼ �di þ c using the ceil or floor functions.

(3) The optimal solution is given by p 0
i ¼ minðfðpi; siÞÞ.

(4) Replace the original 2� 2 pixel block with the optimal solution found.

(5) Repeat from step 1 for each pixel block of the carrier image.

To recover the message data, the same steps from Sec. 3.1 are used, and an extra 0

bit is added to the message if p1 is even or a 1 otherwise.

4. Experimental Results

An extensive experimental evaluation was carried out to test the performance of our

algorithms and to compare our results to those previously published in the literature.

All test images are 8-bit grayscale images of size 512� 512. These images have
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become a de facto standard in Image Processing and Computer Vision experiments

for testing new developments. Firstly, we have chosen a small set of only ¯ve images,

shown in Fig. 2, in order to fairly compare our results with previous work by Peng

et al.21 and Hern�andez-Servín et al.6 Both authors, in turn, compared their own

results with work previously published. In addition, we also compare the perfor-

mance of our algorithm with the results of the TPVD.3 Secondly, we also present

experimental results using a larger set of 30 images shown in Fig. 3.

The PSNR is used to measure the di®erence between the original carrier image

and the image with the secret message data. The higher the PSNR, the better the

quality of the stego image. The number of bits per pixel (bpp) for each test image, is

computed simply by dividing the number of bits inserted by the number of pixels in

the carrier image.

Table 1 shows a comparison between the Optimal-TPVD and the Extra Bit

Insertion algorithms. While the former shows a better performance than recent

results by Peng et al.21 and Hern�andez-Servín et al.,6 the latter further increases the

overall results in terms of both the amount of data message inserted (i.e. the bpp),

and the image distortion measured with the PSNR in all images tested. This results

are somewhat expected as both the Optimal TPVD and the Extra Bit Insertion

strategies use every 2� 2 block to carry data payload. However, no pixel block is

ignored and no o®-valued pixel ever occurred.

We also compare our results with those from the TPVD3 in Table 2. Since our

algorithms search for the optimal pixel values for each block, the results are superior

in terms of both data carried (bpp) and stego image quality (PSNR). The general

Airplane Barbara Boat Goldhill Lena

Fig. 2. Original images (¯rst row). Resulting stego images using the Optimal-TPVD (second row).

Resulting stego images using the OTPVD and Extra Bit Insertion (third row).
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Airfield Airfield2 B2 Baboon Bank

Barb Bear1 Bear2 Blackwatch Bridge

Chess Couple Crowd Einstein F16

Fishingboat Foxnoise Fruit Fruits Girl

Girl512 Goldhill Lax Lena Man

Peppers Sailboat Splash Tiffany Umas

Fig. 3. A larger set of test images used in our experiments. These images show a wide variability of

contrast and pixel intensity.
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Table 1. Comparison between both our proposals Optimal-TPVD and Extra Bit OTPVD,
and Hern�andez-Servín et al. (HS) and Peng et al. (Pg).

bpp PSNR

OTPVD EOTPVD HS6 Pg21 OTPVD EOTPVD HS6 Pg21

Barbara 2.54 2.79 1.38 1.20 36.50 36.43 36.04 30.75

Airplane 2.37 2.62 1.30 1.20 38.90 38.76 36.09 33.45
Boat 2.41 2.66 1.80 1.20 38.19 38.09 34.56 26.66

Goldhill 2.38 2.63 1.66 1.20 38.73 38.64 37.03 30.70

Lena 2.35 2.60 1.60 1.20 39.34 39.17 37.55 26.89

Average 2.41 2.66 1.55 1.20 38.33 38.22 36.25 29.69

Table 2. Comparison between the TPVD and a our Optimal-TPVD. The
latter takes longer as it performs a larger number of operations to determine

the best result.

bpp PSNR Time

TPVD OTPVD TPVD OTPVD TPVD OTPVD

Barbara 2.54 2.54 36.38 36.50 1.55 9.56

Airplane 2.37 2.37 38.23 38.90 1.90 10.02
Boat 2.40 2.41 37.72 38.19 1.88 8.35

Goldhill 2.38 2.38 38.09 38.73 1.84 17.72

Lena 2.35 2.35 38.61 39.34 2.19 11.80

Average 2.41 2.41 37.81 38.33 1.87 11.49

Table 3. Comparison results between both our proposals Optimal-TPVD and
Extra Bit OTPVD and the TPVD using a larger set of 30 images.

PSNR bpp

OTPVD EOTPVD TPVD OTPVD EOTPVD TPVD

Air¯eld 36.426 36.310 36.599 2.542 2.792 2.424

Air¯eld2 36.580 36.490 36.535 2.535 2.785 2.513

B2 41.340 41.056 39.950 2.272 2.522 2.236
Baboon 34.236 34.232 34.515 2.803 3.053 2.782

Bank 38.260 38.084 38.278 2.395 2.645 2.275

Barb 36.499 36.425 36.381 2.541 2.791 2.535

Bear1 37.905 37.777 37.483 2.438 2.688 2.428
Bear2 39.372 39.202 38.560 2.352 2.602 2.342

Blackwatch 32.036 32.026 32.674 3.193 3.443 3.112

Bridge 35.837 35.754 35.758 2.618 2.868 2.584

Chess 36.839 36.738 36.946 2.497 2.747 2.426
Couple 37.890 37.793 37.491 2.433 2.683 2.420

Crowd 38.448 38.352 37.913 2.399 2.649 2.369

Einstein 38.067 37.976 37.568 2.432 2.682 2.427
F16 38.897 38.756 38.280 2.369 2.619 2.366

Fishingboat 38.193 38.086 37.745 2.408 2.658 2.403

Foxnoise 31.310 31.222 32.631 3.382 3.632 2.917
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notion is that less data embedded should result in less distortion of the carrier image,

which is not observed by comparing the PSNR values of our experiments.

Additional comparison results between both our proposals: Optimal-TPVD and

Extra Bit OTPVD, and the TPVD using a larger set of 30 images is shown in

Table 3. This table also shows favorable results in terms of both data carried and

stego image quality.

5. Conclusions

This work has discussed an optimization strategy that modi¯es and improves the

TPVD3 steganographic method. It has been favorably compared against the TPVD

and also against recent results by Peng et al.21 and Hernandez-Servin et al.6

Our results show improvements in several important aspects, namely, (i) a higher

capacity, (ii) a better stego-image quality, (iii) the falling-o® boundary problem is

completely overcome, and (iv) no blocks of pixels are ignored as secret data carriers.

PVD methods provide high embedding capacity as well as high imperceptibility

for the stego-images. The optimal TPVD method enhances security and the quality

of the resulting image and avoids the falling-o® boundary problem. The major merit

of our algorithms is to reduce the feasible set of possible pixel values for each block

such that the search for the best solution in terms of both secret message and stego-

image quality can be e±ciently conducted.

After reviewing the wealth of PVD variations reported in the literature, there are

a couple of directions in which PVD methods research may proceed. The ¯rst step is

to use the method to hide data into color images aiming to achieve a higher image

quality. This has already been tried with mixed results, as the e®ects in color and

Table 3. (Continued )

PSNR bpp

OTPVD EOTPVD TPVD OTPVD EOTPVD TPVD

Fruit 39.260 39.157 38.486 2.357 2.607 2.356
Fruits 37.344 36.729 41.164 2.374 2.624 0.751

Girl 41.653 41.414 40.109 2.263 2.513 2.209

Girl512 39.859 39.590 39.316 2.324 2.574 2.181

Goldhill 38.733 38.635 38.116 2.382 2.632 2.382
Lax 36.145 36.101 36.112 2.571 2.821 2.562

Lena 39.344 39.166 38.596 2.349 2.599 2.348

Man 38.600 38.497 38.019 2.390 2.640 2.389

Peppers 38.494 38.271 38.552 2.378 2.628 2.210
Sailboat 37.645 37.541 37.329 2.444 2.694 2.441

Splash 40.627 40.415 39.607 2.289 2.539 2.283

Ti®any 39.689 39.495 39.101 2.331 2.581 2.275

Umas 37.867 37.760 37.500 2.438 2.688 2.424

Average 37.774 37.635 37.577 2.483 2.733 2.379
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general image distortion may either require to adapt or entirely change PVD algo-

rithms to both increase capacity and imperceptibility.

Also, PVD methods using various di®erence directions need to increase their

imperceptibility and test their strength against stego-analysis attacks. Most pub-

lished techniques show advantages only in terms of capacity, a common practice in

the ¯eld, but rarely show any results when subject to stego-analysis methods.

One more challenging research direction is in the design of the intervals table that

determines the number of bits to be embedded. This table is always designed by the

experimenter either to achieve a large capacity or a high imperceptibility. This set of

intervals has a major in°uence on the performance of any steganography PVD

technique and has been showed that it can be replaced by a single function, although

the designing skills of the experimenter are still needed. However, an open research

question is whether a general method for computing the amount of secret informa-

tion to be inserted can be designed, such that both a higher capacity and a high

imperceptibility can readily be achieved.
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